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Abstract 
A standard assumption in stated preferences modelling is the independence between repeated 
responses from an interviewee. The rationale for this strong assumption is that the mathematical 
treatment of the choices becomes rather cumbersome when dependency is incorporated in the 
analysis. Assuming dependence between the various responses given by one individual is 
known as the repeated observations problem and its mathematical formulation is similar to that 
of the autocorrelation in panel data surveys. These type of problems can only be studied with 
the aid of flexible models such as the multinomial probit (MNP) or mixed logit (MXL). How-
ever, these models need the computation of a multidimensional integral to obtain values for the 
choice probabilities. The integration process is usually complex. Therefore, approximation 
methods must be applied –typically simulation, to evaluate the choice probabilities. The stan-
dard simulation approach relies on the Monte Carlo (MC) method, which basically replaces a 
continuous average (the integral) by a discrete average over a set of points randomly distributed 
within the region of integration. The numerical analysis literature shows various procedures to 
choose smart points from a deterministic series instead of random realizations. This type of 
points are known as low discrepancy sequences (LDS). However, the use of these techniques in 
econometrics is rather limited and recent, and consequently there are several open questions to 
be answered before the use of LDS becomes a standard. The evidence found in the fields of 
mathematics and physics indicates that a LDS called the Sobol sequence, would be a superior 
alternative to the more known Halton sequences, especially for large dimensions. Nevertheless, 
the Sobol sequences (to the knowledge of the authors) have not been tested yet in transportation. 
This paper compares the MC simulation method in three versions: traditional, Halton based, and 
Sobol based for the estimation of the MXL. 
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1. INTRODUCTION 

 The mixed logit (MXL) is a flexible strategy to estimate general discrete choice models 
(e.g. those that allow the analysis of a variety of complex situations such as an individual fac-
ing a selection among correlated alternatives, or the presence of heterogeneity, or a set of dy-
namic chained decisions, etc.) However, the MXL estimation requires the numerical computa-
tion of a complex multiple integral. The most common numerical methods to estimate multi-
ple integrals can be classified as either polynomial cubature methods, or Monte Carlo (MC) 
simulation methods. The polynomial cubature is a generalization of the standard unidimen-
sional cuadrature, its applicability is restricted to MXL specifications in small dimensions. 
The standard MC method simulates the multidimensional integral replacing a continuous av-
erage by a discrete one, using a series of (pseudo) randomly selected numbers to cover the in-
tegration space, and then averaging the distribution of points within the integration space.  

 The accuracy of the MC simulation method depends on the coverage and the number of 
points over the integration region. Therefore, for a fixed number of points to be used, they key 
issue is where to locate them to efficiently cover the integration space. Covering the integra-
tion region with pseudo random points requires a large number of draws to attain an even and 
complete distribution over the whole region, which may imply prohibitively large computa-
tional efforts. 

 Researchers in other fields outside transportation (e.g. finances, or computer sciences) 
have experimented with the use of non-random series for MC simulation. These series were 
designed to cover more uniformly the integration region. The generic name of these series is 
low discrepancy series (LDS) (Galanti and Jung, 1997; Ohbuchi and Aono, 1994; Paskov, 
1994), also known as quasi-random sequences. The most common LDS are the Hammersley, 
Halton, Sobol, Faure and Niederreiter sequences. 

 Only a few papers dealing with LDS in econometrics can be found in the literature 
(Bhat, 2001a; Bhat, 2001b; Train, 1999). These researches have studied the Halton sequences 
but none has studied yet the Sobol sequences which have proven to be successful in other 
fields. Morokoff and Caflisch (1995) showed that Sobol sequences outperform the Halton se-
quences for integrals in more than six dimensions. Paskov (1994) concludes that Sobol based 
MC method outperforms both the standard MC and the Halton based MC methods. The aim 
of this paper is to study the performance of the Sobol sequences in MXL specifications. 
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 The rest of the paper is structured as follows. Next section presents a MXL specification 
for repeated observations (stated preferences modeling). Section 3 introduces the MC method 
applied to the estimation of MXL using simulated maximum likelihood. Section 4 presents 
the LDS to be used in this research. Section 5 presents the experimental results. Finally, sec-
tion 6 summarizes the conclusions.  

2. MIXED LOGIT FOR SUCCESSIVE CHOICES 

 The specification to be summarized in this section has been previously applied by other 
authors to model heterogeneity, state dependence, and serial correlation effects in stated pref-
erences experiments (Goett et al, 2000; Srinivasan and Mahmassani, 2000; Train, 1998).  

The utility of alternative i for the individual q in the situation t, can be expressed as follows: 

iqtiqtqiqt XU εβ +⋅= '             (1) 

 where iqtX  is a vector of observed variables related to the alternative i for individual q 

in the choice situation t, (its dimensionality is K); qβ  is a vector of coefficients representing 

personal tastes for each q, (its dimensionality is K), randomly distributed over the individuals 
with mean b covariance matrix W, (its dimensionality is KxK); iqtε  is an error term Gumbel 

distributed, identical and independent over the individuals and choice situations. qε  is defined 

as a vector with element iqtε  such that ~ (0, )q gGumbelε ∑ with Σg diagonal covariance matrix 

with dimension JT x JT. The variance for the choice situation t is 2 2 2(6 ), 1,....t t t Tσ π µ= =  

with tµ the scale factor. 

The coefficient’s vector for each individual, qβ , can be expressed as follows: 

q qbβ η= +               (2) 

where b  is the parameters mean value over the population and qη  is the individual deviation 

from the mean, representing personal preferences of each individual.  

In particular if qβ  takes the value β , the choice probability for q to choose the alternative i in 

the t-th choice situation would be given by: 
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where all the elements have been previously defined. 

The probability that an individual makes a sequence of choices (conditioned on β ) is given 

by: 

∏
=

=
T

t
yy qtq

LP
1

)()( ββ             (4) 

where qty  identifies the alternative chosen by q in the choice situation t, and qy  is the vector 

{ }1,.....q qTy y  that describes the choices sequence for each individual. 

To obtain the unconditional choice probability, expression (4) must be integrated over the 
whole dominium of β : 

( , ) ........ ( ) ( / , )
q qy yP b W P f b W dβ β β

∞ ∞ ∞

−∞ −∞ −∞

= ∫ ∫ ∫         (5) 

The dimension of this integral equals the number of random parameters. 

The corresponding log-likelihood function is given by: 

∑=
q

y WbPWbL
q

)),(ln(),(            (6) 

3. MONTE CARLO SIMULATION 

For given values of b and W, several values of β can be drawn from its probability distribu-
tion. Let βn be a realization of β. With this value, the choice probabilities, conditioned on the 
n-th realization of β, can be computed using expression (4): 

1

( ) ( )
q qt

T
n n

y y
t

P Lβ β
=

= ∏         (7) 

This process is repeated N times to approximate the (unconditional) choice probability as the 
average of (7) over the N realizations: 
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where ),( WbSP
qy  is the simulated probability for the choice sequence of individual q. Accord-

ingly, the simulated log-likelihood function is given by: 

( , ) ln( ( / , ))q
q

SL b W SP y b W= ∑        (9) 

The parameters are obtained with the aid of a non-linear optimization algorithm that maxi-
mizes expression (9).  

4. LOW DISCREPANCY SEQUENCES 

The concept on which the LDS are based is the spread of points, successively, in a position as 
far away as possible from the previously located points. This principle precludes the forma-
tion of clusters.  

LDMC methods have been successfully applied to diverse fields such as physics, computa-
tional graphics, finances among others (Niederreiter, 1992; Morokoff and Caflisch, 1995). 
Their advantages in lower dimension problems has been established, but Morokoff and 
Caflisch (1995) point out that the precision and efficiency of LDMC diminishes as the dimen-
sionality increases. This deterioration occurs due to the dependence of the points locations in 
higher dimensions.  

I. Standard Halton Sequences 

The standard Halton sequences (Halton, 1960) in S dimensions are obtained pairing S unidi-
mensional sequences of Van der Corput (Niederreiter, 1992), based in S prime numbers, r1, 
r2,.....rs (usually the first S prime numbers). 

The sequence corresponding to the prime r has cycles of length r with numbers monotonically 
increasing. This feature makes the initial terms of two sequences highly dependent, at least to 
the first cycle of each sequence.  
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4.1 Sobol Sequences 

The Sobol  sequences (Sobol, 1967) solved the problem of dependency in higher dimensions 
(long prime numbers) using only the prime 2. The sequences are generated in such a way that 
the first 2m terms of each dimension, for m=0,1,2,...., are permutations of the corresponding 
terms of the Van der Corput (Niederreiter, 1992), sequence with base r=2. If an appropriate 
permutation is performed, the resulting S-dimensional sequence presents good uniformity 
(low discrepancy).  

Several authors have concluded that the Sobol sequences appear to resist the degradation ef-
fect better than the Halton sequences in higher dimensions, Galanti and Jung (1997) showed 
that the Sobol sequences presented no degradation at all up to the dimension 260. Morokoff 
and Caflisch (1995) concluded that for lower dimensions (S = 6 or lower) the Halton se-
quences exhibited the best results, whereas for higher dimensions the Sobol sequences were 
better off. Cheng and Druzdzel (2000) tested Halton, Sobol and Faure sequences concluding 
that for higher dimensions the Sobol sequences outperformed the other two.  

One way of destroying the higher dimension dependency is to scramble the numbers within 
each sequence, maintaining the equidistribution property. 

The scrambling method implemented in this paper was proposed by Morokoff and Caflisch 
(1994), it performs pseudo-random arrangements on each dimension such that the new se-
quence discrepancy equals that of the original sequence  

Tuffin (1996) points out that in the LDMC method it is difficult to estimate the integration er-
ror, due to the deterministic nature of the LDS. An easy estimation of the integration error can 
be found by randomizing the sequences, the process must preserve the uniformity and 
equidistribution. The method used in this paper was proposed by Owen (1995). 

5. EXPERIMENTAL ANALYSIS 

5.1 Construction of the Simulated Samples 

Two samples were built under different MXL specifications, simulating a stated preference 
experiment. The utility functions considered random parameters and (explicit) correlation be-
tween repeated observations. Both samples have 1,000 individuals who make six choices each 
(i.e. 6,000 pseudo-individuals). 
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The first sample corresponds to a problem with five integration dimensions –similar to the 
first published applications of Halton sequences. Three alternatives were defined, character-
ized by five attributes. The attributes values were generated from a uniform distribution. The 
utility function parameters considered two constants and the five attributes coefficients were 
assumed normal.  

The second sample corresponds to a problem with 10 integration dimensions, formed by three 
alternatives with 10 attributes whose coefficients follow a normal distribution. This case does 
not include specific constants.  

5.2 Models Estimation 

The estimation software was developed in C++ and it is fully described in Leva and Silva 
(2002). Even though some published studies perform the simulation starting from a vicinity of 
the actual parameters values, in this paper the starting points were not that close to the actual 
solution. The reason for the latter was to measure not only the integration error (standard de-
viation of various trials) but also the accuracy of the different methods under comparison.  

For each sample, the specifications were estimated several times with a different number of 
repetitions and type of sequences (pseudo-random and LDS). In the case of Halton and Sobol 
sequences, the estimations were done using 50, 100, 150, and 250 repetitions; for the pseudo-
random case 500, 750 and 1,000 repetitions were tried. For each type of sequence and number 
of repetitions, six sets of values were used for each observation. 

To obtain the pseudo-random sequences, different seeds were fed into the generator code. For 
the Halton sequences, different values were generated permuting the prime numbers that 
originate each column of points for each dimension. For the Sobol case the sequences corre-
sponding to each dimension were permuted producing the same effect. 

5.3 Results for the Five-Dimensional Sample 

The first comparison criterion is the mean-square error (MSE) applied to the estimated pa-
rameters, computed from the actual parameter values. The MSE were computed for the differ-
ent simulated sets (six). If the MSE corresponding to 1,000 pseudo-random repetitions is de-
fined as the base error, then the MSE of the LDS can be expressed as a percentage of that 
base. These values are shown in Table 1. There are practically no differences among the three 
sequences. Similar results were found by Train (1999), in fact, he found that the mean values 
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of the parameters, estimated with 100 Halton repetitions was statistically no different from 
that of 1,000 pseudo-random. The only conclusion that the MSE allows to draw is that 150 
points from a LDS seem to be equivalent to 1,000 points from a pseudo-random sequence.  

The second comparison criterion is the standard deviation of the parameter values over the 
various estimations (six in this paper) for each type of sequence and number of repetitions. 
Table 2 shows the average standard deviation for each case.  

The results indicate that 150 Sobol repetitions reach the same level of accuracy than 1,000 
pseudo-random repetitions. In addition, 250 repetitions yield standard deviations (in average) 
15% lower than those corresponding to 1,000 pseudo-random repetitions. 

As for the Halton sequences, 150 repetitions yield standard deviations (in average) 15% 
greater than 1,000 pseudo-random. Furthermore, 250 repetitions are not enough to reach the 
same level of accuracy of 1,000 pseudo-random repetitions (the Halton sequence standard de-
viations were, in average, 7% greater). 

Models were also estimated using 500 repetitions of Halton and Sobol sequences. The stan-
dard deviation of the Halton sequences were 74% lower than that of 1,000 pseudo-random 
repetitions, reaching the same level of accuracy found for the Sobol sequences, which had a 
standard deviation 75% lower than that of 1,000 pseudo-random repetitions.  

When a lower number of repetitions was tested, counterintuitive results were found. In fact, 
when the number of Halton repetitions were increased from 100 to 150, the standard deviation 
increased 6%; when increasing the number of Sobol repetitions from 50 to 100 the standard 
deviation augmented by 230%. Similar results have been reported by Train (1999) and Bhat 
(2001a). 

5.4 Results for the Ten-Dimensions Sample 

Table 3 presents the RMS results obtained for the different value sets. As in the five-
dimension sample, there is no statistical difference among the values obtained from the differ-
ent methods. Therefore, the relevant comparison criterion is the standard deviation, shown in 
Table 4. It was observed that 100 to 150 Sobol repetitions yield the minimum standard devia-
tion, 80% lower than that of 1,000 pseudo-random repetitions.  
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For the Halton case, 150 repetitions reach standard deviations 49% lower than those obtained 

with 1,000 pseudo-random repetitions. Thus, it can be concluded that the Halton sequences 

are an inferior alternative when compared to the Sobol sequences.  

6. Conclusions 

In the experiments presented in this paper, the use of Sobol sequences for the estimation of 
MXL specifications emerged as the best available option. The Sobol sequences presented bet-
ter resistance to the higher dimensions degradation and they covered the integration space 
more efficiently than both the pseudo-random sequences and the Halton sequences. In fact, 
150 repetitions of the Sobol based Monte Carlo method, allowed to reach a better level of ac-
curacy than that obtained with 1,000 pseudo-random repetitions. In addition, 150 repetitions 
of the Sobol based Monte Carlo method yielded a standard deviation (in average) 58% lower 
than that of the Halton sequences. 

More research is needed to find out the root of the differences between the Sobol and Halton 
sequences (or other LDS), especially to explain counterintuitive results found when increasing 
the number of repetitions in Halton sequences from 100 to 150 and Sobol sequences from 50 
to 100. In both cases the standard deviation of the estimated parameters increased with no ap-
parent cause.  

The role of model specification should also be studied when different variance-covariance 
combinations are included. The multinomial probit model should also be tested to find a suit-
able LDS that could substantially reduce the computational effort involved in the estimation 
process. 
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Table 1: Percentage of Error w/r to the Base Error for Sample 1 

REPETITIONS HALTON SOBOL RANDOM 

50 97.3% 100.9% - 

100 97.0% 99.3% - 

150 98.5% 100.5% - 

250 97.9% 100.2% - 

500 100.1% 100.2% 100.7% 

750 - - 102.2% 

1,000 - - 100.0% 

 

Table 2: Averaged Standard Deviations of Estimated Parameters in Sample 1 

REPETITIONS HALTON SOBOL RANDOM 

50 0.000113 0.000048 - 

100 0.000108 0.000158 - 

150 0.000115 0.000099 - 

250 0.000107 0.000085 - 

500 0.000026 0.000025 0.000100 

750 - - 0.000159 

1,000 - - 0.000100 
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Table 3: Percentage of Error w/r  to the Base Error for Sample 2 

REPETITIONS HALTON SOBOL RANDOM 

50 99.37% 99.76% - 

100 101.29% 99.95% - 

150 100.01% 100.00% - 

250 99.93% 99.85% - 

500 - - 101.15% 

750 - - 102.13% 

1,000 - - 100.00% 

 

Table 4: Averaged Standard Deviations of Estimated Parameters in Sample 2 

REPETITIONS HALTON SOBOL RANDOM 

50 0.00062 0.00091 - 

100 0.00861 0.00016 - 

150 0.00045 0.00019 - 

250 0.00065 0.00073 - 

500 - - 0.00817 

750 - - 0.01046 

1,000 - - 0.000883 
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