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Statistical inference

• Deriving predictions on the population 
from sample outcomes

• Parameters

– Unknown mathematical characteristics of the 

population

• Statistics

– Sample characteristics

– Estimators and test statistics



3

Developing models

• Specification

– Dependent and independent variables 

– Functional form

• Estimation

– Finding unknown parameters of the model

• Application / prediction
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Example

• Specification

(why?)

• Estimation
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Prediction

• Impact of changes in the independent 
variables

– Assume model parameters are stable

Income

Low

k=1

Medium

k=2

High

k=3

Total

Population 10% 45% 45% 100%

Yes

i=1

0.4x10

=4%

0.667x45

=30%

0.933x45

=42%

76%
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The Estimation Problem

• Our a priori knowledge about the travel 
demand process is limited

• There are parameters in the models 
whose values we do not know

• The simple linear regression model

We assume that the function form is known.  

However we do not know the parameters β1, β2.

The goal of model estimation is to make inferences about their value.
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The Estimation Problem (continued)

• The general model

y ≈ f(x, θ)

where

y - a random variable

x - a vector of known variables that influence the distribution of y

Y ~ f (x, θ)

f - the distribution of y

θ- a vector of parameters, at least some of which are unknown apriori

Using a sample of observation from the process being modeled, drawn in 
some known way from the whole population, a function of the observations is 
constructed to estimate the unknown parameters.  Such a function is called an 
estimator
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Estimators

• Sample statistics to indicate on population 
parameters
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Model estimation

• Unknown population parameter values

• Use sample of observations to infer about  
unknown parameters

• Estimator

– Function of observations

• Estimate

– Realized value of the estimator for a given 

sample

( ),Y f X θ ε= +
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Examples for Estimators
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Sampling distribution

• Statistics are RV’s. Why?

• Distribution depends on sample size

( )ˆ
N

f θ
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Properties of estimators

• Unbiasedness

• Efficiency

– Unbiased

– No other unbiased estimator has smaller variance

– Cramer-Rao lower bound

• Asymptotic properties

– Asymptotic unbiasedness

– Consistency
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Asymptomatic Unbiaseness
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Consistency
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• Consistency
– A large number of consistent 

estimators will often be available, 
some of which may be very 
biased or inefficient

• Asymptotically normal
– Estimators are asymptotically normal if their distribution 

(which may be unknown) converge to normal multivariate 
one as n get larger and larger



Estimation methods

• Least squares

• Maximum likelihood

• Method of moments
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Least Square
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Hypothesis testing

null hypothesis to be tested

alternative hypothesis

significance level

p-value

Null is rejected 

or not
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One and two sided tests

• Two sided

• One sided
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Test procedure

• Define test statistics

• Define critical value to reject null

– Distribution of test statistic

– Significance level

– Probability that “true” test statistics is zero
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•Linear in parameters vs. linear variables



46



47



48



49



50

•Prediction intervals
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•Check:

•Scatterplot of Y vs. X

•Scatterplot of residuals vs. fitted values

•Look for curvature, non-constant variance 
and outlier


